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Abstract

Identification of different factors
which affects a student’s learning behavior
and performance during academic career.
Analyzing student mental issues and low
academic performances is a complex task in
the current education sector. In current system
it is difficult to track the students behavior
and characteristics. There is no automation or

tool which predicts or shows how to

improvise the students academic
performances. Finding the  correlation
between factors that affects student’s

performance and academic results pays a vital
role in the current education sector. System
uses data science technique called as
"Association Learning" to find the patterns.

We use either "apriori algorithm" or "apriori

TID algorithm" or "Eclat algorithm" to find
patterns. Proposed system build as real time
application useful to colleges and lecturers to
know the students behaviour patterns. System
also aims at predicting the individual
performance. System uses machine learning
algorithm called as “naive bayes” algorithm
for  student’s

performance  prediction

individually.

Introduction

A major problem for student affairs
management is the contradiction between the
limited energy of student counselors and the
diversity of student behaviors, which results
in many potential problem students losing the
opportunity for early intervention. Since the
beginning of the 2Ist century, the rapid
development of information technology in
education and the construction of digital
campuses has made it possible for student
counselors to conduct quantitative analysis of
student school behaviors, especially to
provide early warning to students who may
have problems, so that the contradiction could
be alleviated by applying the analysis and
early warning methods. As contemporary
college students who grew up in the Internet
era, their daily life, learning and thinking are
deeply influenced by the Internet. This

provides us with the possibility to understand
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their campus network behavioral
characteristics through big data. How to mine
useful information for student counselor from
massive data in the explosive growth of data
categories and data scales, is a challenge for
current student counselor, also an important

opportunity to conduct work by new means.

This study starting from the actual
work problems and was conducted based on
the network behavior data of B college
students, combining big data thinking and big
data science methods, researching the
characteristics of college students' network
behavior rules, and detecting the students who
need pay close attention because the large
amount of campus network usage. This study
could also carry out as a practical case of

student work data science for reference.

Related Works

An Intelligent Student Advising System
Using Collaborative Filtering

We propose a web based intelligent
student advising system using collaborative
filtering, a technique commonly used in
recommendation systems assuming that users
with similar characteristics and behaviors will
have similar preferences. With our advising
system, students are sorted into groups and

given advice based on their similarities to the

groups. If a student is determined to be
similar to a group student, a course preferred
by that group might be recommended to the

student.

Disadvantages

1. System used to predict suitable course for
students and data-set not compatible to

predict student results.

2. Not all student behaviors connected to

course advising.

3. Students are grouped and then system
predicts the suitable course for the
students. Grouping lacks over data for

prediction.

Mining Students’ Data for Performance

Prediction

The ability to predict a student’s
performance is very important in educational
environments. Students’ academic
performance is based upon diverse factors like
personal, social, Psychological and other
environmental variables. A very promising
tool to attain this objective is the use of Data
Mining. Data mining techniques are used to
discover hidden information patterns and
relationships of large amount of data, which is
very much helpful in decision making. A

single data contains a lot of information. The
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type of information is produced by the data
and it decides the processing method of data.
A lot of data that can produce valuable
information, in education sector contains this
valuable information. Which helps the
education sector to capture and compile low
cost information for this information and
communication technology is used. Now-a-
days educational database is increased rapidly
because of the large amount of data stored in
it. The loyal students motivate the higher
education systems, to know them well; the
best way is by using valid management and
processing of the students' database. Data
mining approach provides valid information

from existing student to manage relationships

with upcoming students.
Disadvantages

1. System predicts student performance
based on the student behaviors. Data-set
results

not compatible for class

prediction.

2. Used more irrelevant parameters for
student performance prediction such as
mother income,

father income,

qualification etc..

Gap Analysis

® To build a real world application this
is useful for colleges and students to

improvise performance.

® To develop a system which predicts
the relationship between students
behavior and performance using the

educational data-set.

® Proposed project is a  students
behavior analysis and prediction and
management system which is meant

for educational institute.

® System aim is to reduce the number of

students with poor performances.

® System makes use of “Association

Learning” to discover the educational

patterns  using  data  science
algorithms.

Proposed Work
The major objective is to find

behaviour patterns of students in a timely and
accurate manner. Main aim is specifically to
identify the categories of students who require
extra attention. Without campus behaviour
analysis, These students' academics and
several other performance dimensions are
impacted. System uses parameters such as
attendance status, extra circular activities,

grade, technical skills, previous semester
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results, grasping capability, Aptitude grade,
interaction with lecturers etc.. System helps
lecturers to identify the most influential

factors affecting the students performance.

System uses data science technique
called as "Association Learning" to find the
patterns. We use "Eclat algorithm" to find
patterns and classification algorithm i.e
“Naive bayes Algorithm” to make individual
predicition of student’s  performance.
Proposed system to build as web application
useful to colleges and lecturers to know the

students behaviour patterns.
Objectives of the Proposed System

€ Proposed project is a students behavior
analysis and prediction and management
system which is meant for educational

institute.

€ Proposed project makes use of ML
technique or Data Science approach for

the students behavior analysis.

€ To provide valid information from
existing students to manage relationships

with upcoming students.

@ Identification of different factors which
affects a student’s learning behavior and

performance during academic career.

€ Construction of a prediction model using
ML technique - Unsupervised Learning
on the bases of identified predictive

variables.

Educational Extract

Data | and
segment data

data preprocessing

Train Data

Association Learning
Algorithm

Trained Dat i
falneg haia finds the correlation

between students
Converting into desired parameters and

format academic performance

Methodology

Association (or relation) is probably
the better known and most familiar and
straightforward data science technique. Here,

we make a simple correlation between two or
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more items, often of the same type to identify

patterns.

For example, Market-basket analysis,
where we track people's buying habits, we
might identify that a customer always buys
cream when they buy strawberries, and
therefore suggest that the next time that they
buy strawberries they might also want to buy

cream.

In our project Association Learning

Algorithm  “Apriori  Algorithm/  Eclat
Algorithm” 1s used to predict the relationship
between students behavior and performance
using the educational data-set. Eclat algorithm
is one of the efficient algorithm and takes less
time for data processing. This algorithm
works fine for small data-sets as well as large

data-sets.

Unsupensed Leamng

Clusteing

Unspenised

Leaming

Associafion

Pattern Prediction Process
Step 1: Data Collection

We are working on real time
application, we build a new application which
contains data servers (used to store data). Data
from

collection means collecting data

different sources. Data includes student

parameters and student results.
Step 2: Data Preparation

Here data from servers extracted and

analyzed. Complete data extracted and
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analyzed where we remove irrelevant data and
retain data required for processing. According
to the project only student parameters and
student results are required to generate

outputs.

Step 3: Specify Constraints

SUPPORT COUNT

The relationship between the total
number of transaction containing that item
(A) with the total number of transaction in

data set.
CONFIDENCE

Confidence of item set defined as total
number of transaction containing the item set
to the total number of transaction containing

LHS.

Step 4: Association Rules Mining (Eclat
Algorithm)

Association (or relation) is probably
the better known and most familiar and
straightforward data mining technique. Here,
we make a simple correlation between two or
more items, often of the same type to identify

patterns.

For example, Market-basket analysis,
where we track people's buying habits, we

might identify that a customer always buys

cream when they buy strawberries, and
therefore suggest that the next time that they
buy strawberries they might also want to buy

cream.

We wuse eclat algorithm to process e

commerce data and to find the patterns. Here

we generate patterns related to education.

Eclat algorithm is selected because of the

following reasons.

1. Quicker Results (takes less time for

Prediction)

2. Works fine for small data set as well as

Huge data set.

3. One scan of Database is Enough.

4.Works fine for multiple constraints.

Step S: Patterns Prediction

Here system predicts the relationship
between students behavior and performance

using the educational data-set.

Data Visualization

Educational Patterns Prediction
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Conclusion

Identification of different factors
which affects a student’s learning behavior
and performance during academic career.
Analyzing student mental issues and low
academic performances is a complex task in

the current education sector. System uses data

science technique called as "Association
Learning" to find the patterns. We use either
“apriori  TID

"apriori  algorithm"  or

algorithm" or "Eclat algorithm" to find
patterns. Proposed system build as real time
application useful to colleges and lecturers to
know the students behaviour patterns. System
helps lecturers to identify the most influential

factors affecting the students performance.

Future Enhancements

More training datasets can be used to
find more related patterns. More algorithms
can be used to find the students behaviour
patterns and algorithms can be compared to

identify the algorithm with better results.
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